CHAPTER 18. CONFRONTING THE PARTITION FUNCTION

18.7.2 Bridge Sampling

Bridge sampling ( , ) is another method that, like AIS, addresses the
shortcomings of importance sampling. Rather than chaining together a series of
intermediate distributions, bridge sampling relies on a single distribution p,, known
as the bridge, to interpolate between a distribution with known partition function,
Po, and a distribution p; for which we are trying to estimate the partition function
Z1.

Bridge sampling estimates the ratio Z;/Zy as the ratio of the expected impor-
tance weights between py and ]5* and between p; and ]5*:
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If the bridge distribution p, is chosen carefully to have a large overlap of support
with both pg and pj, then bridge sampling can allow the distance between two
distributions (or more formally, Dkr(po||p1)) to be much larger than with standard
importance sampling.

It can be shown that the optimal bridging distribution is given by p. ( op )( ) o
ﬁ%, where r = 7 /Zy. At first, this appears to be an unworkable solution
as it would seem to require the very quantity we are trying to estimate, Z1/Zy.
However, it is possible to start with a coarse estimate of » and use the resulting
bridge distribution to refine our estimate iteratively ( : ). That is, we
iteratively reestimate the ratio and use each iteration to update the value of r.
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