
     CHAPTER 18. CONFRONTING THE PARTITION FUNCTION

     Estimating the partition function while training    While AIS has become
           accepted as the standard method for estimating the partition function for many
        undirected models, it is sufficiently computationally intensive that it remains

          infeasible to use during training. Alternative strategies have been explored to
        maintain an estimate of the partition function throughout training.

          Using a combination of bridge sampling, short-chain AIS and parallel tempering,
             Desjardins 2011et al. ( ) devised a scheme to track the partition function of an

            RBM throughout the training process. The strategy is based on the maintenance of
           independent estimates of the partition functions of the RBM at every temperature

          operating in the parallel tempering scheme. The authors combined bridge sampling
           estimates of the ratios of partition functions of neighboring chains (i.e., from

             parallel tempering) with AIS estimates across time to come up with a low variance
         estimate of the partition functions at every iteration of learning.

           The tools described in this chapter provide many different ways of overcoming
           the problem of intractable partition functions, but there can be several other

          difficulties involved in training and using generative models. Foremost among these
         is the problem of intractable inference, which we confront next.
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